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Abstract

This paper describes the systems submitted for
Marathi to Hindi low-resource speech transla-
tion task. Our primary submission is based on
an end-to-end direct speech translation system,
whereas the contrastive one is a cascaded sys-
tem. The backbone of both the systems is a
Hindi-Marathi bilingual ASR system trained
on 2790 hours of imperfect transcribed speech.
The end-to-end speech translation system was
directly initialized from the ASR, and then fine-
tuned for direct speech translation with an aux-
iliary CTC loss for translation. The MT model
for the cascaded system is initialized from a
cross-lingual language model, which was then
fine-tuned using 1.6 M parallel sentences. All
our systems were trained from scratch on pub-
licly available datasets. In the end, we use a lan-
guage model to re-score the n-best hypotheses.
Our primary submission achieved 30.5 and 39.6
BLEU whereas the contrastive system obtained
21.7 and 28.6 BLEU on official dev and test
sets respectively. The paper also presents the
analysis on several experiments that were con-
ducted and outlines the strategies for improving
speech translation in low-resource scenarios.

1 Introduction

A typical end-to-end (E2E) speech translation
model is trained with the help of data triplets
(x,y, z), i.e., the speech signal (x) in source lan-
guage, along with its transcription (y), and, text
translation (z) in target language. In usual low-
resource scenarios, the transcriptions in source lan-
guage are unavailable and moreover the speech
signal and the translation pairs (x,z) are also
limited, which is the case for the IWSLT 2023
Marathi to Hindi low-resource speech translation
task (Agarwal et al., 2023). In such cases, one can
rely on transfer learning, where models trained on
relatively large amounts of data (possibly on a re-
lated task such as automatic speech recognition)
are transferred (adapted) to the target task/scenario

(such as speech translation) using little amounts
of labelled data (Bansal et al., 2019). To be spe-
cific, we train automatic speech recognition (ASR)
systems on relatively large amount of transcribed
speech data (2790 hours), and transfer the model
for speech translation task by fine-tuning it on rela-
tively small amount (16 hours) of IWSLT Marathi-
Hindi training data.

This paper describes the systems submitted for
the aforementioned task. While building the sys-
tems, we mainly focused on end-to-end systems,
which resulted in our primary submission. We have
also put some efforts in building a cascade pipeline
that was submitted as a contrastive system. Both
the systems come under the unconstrained cate-
gory, i.e., we relied on external, publicly available
data to train models. These models, which we
refer to as back-bone models, mainly comprise au-
tomatic speech recognition (ASR), machine trans-
lation (MT) and language models (LM).

The Section 2 describes the various datasets used
for training the back-bone models, and Section 3
presents the details of each individual back-bone
models (ASR, MT, LM), followed by description
of transfer learning for actual speech translation
systems in Section 4. The Section 5 gives the re-
sults and analysis, quantifying the effect of various
factors on the target translation task. Finally, we
conclude in Section 6 and discuss directions for
future works.

2 Datasets for training

Here we describe the details and present the statis-
tics of various datasets used for training the back-
bone models. These datasets come under various
categories, i.e., paired speech data for training ASR,
parallel text data for training MT and monolingual
data for training LMs. All the data we consid-
ered for training covers only Hindi and Marathi
languages. Both these share the same Devanagari
script (unicode block) but there a few set of charac-
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ters that are mutually exclusive.

2.1 Paired speech data

The paired speech data for Marathi and Hindi are
collected from various publicly available datasets
as listed below:

» GramVaani (GV)' comprises telephone qual-
ity speech in Hindi (hi). @ The dataset
was used for Interspeech 2022 special ses-
sion (Bhanushali et al., 2022; Patel and
Scharenborg, 2022). We considered only the
100 hour labelled split of the dataset.

¢ Indian Language Corpora (ILC) (Abraham
et al., 2020)? is crowdsourced speech data
along with transcriptions in Marathi language.
The dataset is collected from 36 participants
with various socio-economic backgrounds and
dialects.

¢ Mozilla Common Voice v12 (MCYV) (Ardila
et al., 2020) is a crowdsource collection of
paired speech data across various languages.
We took the validated versions of Hindi (hi)
and Marathi (mr) from this corpus.

« MUCS (Diwan et al., 2021) is multilingual
and code-switched corpus for training ASR
systems in 6 different Indian languages. The
dataset was introduced in Interspeech 2021
as part of a special session focusing on ASR
for Indian languages. We considered Hindi
and Marathi data from this corpus. Although
MUCS contains about 100 hours of tran-
scribed speech for both Marathi and Hindi,
the lexical content is not diverse, i.e., the same
utterances were spoken by various speakers.

* Multi-speaker speech corpora (MSSC) (He
et al., 2020)* is a collection of clean speech
data with transcriptions intended for building
text-to-speech synthesis systems for various
Indian languages. We considered only the
Marathi split from this corpus.

¢ Shrutilipi (SL)’ is collected from public
archives and contains about 6400 hours of

"https://sites.google.com/view/
gramvaaniasrchallenge/
ttps://www.cse.iitb.ac.in/~pjyothi/
indiccorpora/
*https://navana-tech.github.io/
MUCS2021/data.html
*https://www.openslr.orqg/64/
Shttps://aidbharat.org/shrutilipi

radio broadcast news in various Indian lan-
guages. The corresponding transcriptions
were obtained with the help of OCR and other
heuristics (Bhogale et al., 2022). This corpus
is the bigger chunk of the data we used for
training, but the transcriptions obtained are
not accurate. A manual inspection revealed
some erroneous alignments at the beginning
and end of the utterances. By setting a thresh-
old (> 85) on the provided alignment score,
we filtered Hindi (hi) and Marathi (mr) data
from this corpus. We believe the domain of
this data is closer to IWSLT 2023 speech trans-
lation data.

The statistics of each of the above datasets is pre-
sented in Table 1. This data was used to train
mono and bilingual ASR systems that are described
later in Section 3.1. All the speech data was up-
sampled to 16 kHz. Using Kaldi toolkit (Povey
et al., 2011) 80 dimensional filter banks and 3-
dimensional pitch features are extracted for every
25 ms of speech frame sliding with 10 ms.

2.2 Monolingual and parallel text data

We prepared monolingual data for both Hindi and
Marathi. We pooled data from transcribed speech
(Table 1), Samanantar (Ramesh et al., 2022), In-
dic2Indic, HIIT-H CVIT (Siripragada et al., 2020)
corpus, resulting in 9 M sentences (217 M tokens)
for Hindi and 4M sentences for Marathi®.

The parallel text was taken only from In-
dic2Indic split from Samanantar (Ramesh et al.,
2022), whose statistics are given in Table 2. We
retained punctuation in all the text.

2.3 Speech translation data

The official speech translation data for Marathi -
Hindi involves around 16 hours of training split, i.e.,
Marathi speech and its translations in Hindi. There
are no transcriptions for the Marathi speech. Ta-
ble 3 presents the statistics of the provided speech
translation data. We used speed perturbation (0.9,
1.0, 1.1) to augment the speech translation data.
The effect of such augmentation on the final trans-
lation performance is discussed later in Section 5.

®Due to a bug in data preparation, only Shrutilipi text data
400K (8.2 M tokens) out of 4 M sentences were used to train
Marathi LM.
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Duration in hours (number of utterances)
Dataset Language Training Dev Test
GV hi 979 (37,152 ‘ 49 (1885) ‘ 2.8 (1032)
ILC mr 109.2  (92,471) - - - -
MCV hi 53 (4481) | 2.8 (2179) | 4.1 (2962)
mr 12.0 (7321) | 3.0 (1678) | 3.2 (1827)
hi 95.1  (99,925) | 5.6 (3843) - -
MUCS mr 93.8 (79,432) | 5.0 (4675) - -
MSSC mr 30 (1569) | - - - -
SL hi 1478.6  (764,237) - - - -
mr 894.8 (466,203) - - - -
Total hi 1676.8 (898,369) | 13.3 (7895) | 6.9 (3994)
mr 1112.8 (638,159) | 8.0 (6353) | 3.2 (1827)

Table 1: Statistics of the data used for training ASR systems. The dev and test splits are only used for internal

evaluation of the ASR systems.

Number of utterance pairs
Training ‘ Dev ‘ Test

1634551 | 2000 | 2000

Table 2: Number of parallel utterance (sentence) pairs
between Marathi-Hindi that are used for training XLM
and MT models.

3 Back-bone models

Here, we describe the architecture and training de-
tails of various backbone models.

3.1 ASR

The ASR model is a transformer based seq2seq
model. The speech features are passed through
2 layers of convolution, followed by 12 lay-
ers of transformer encoder blocks and 6 layer
of transformer decoder blocks, with doqe1 =
{256,512}7, heads = 4, dg = 2048. The
dropout was set to 0.1. The model is trained with
a batch size of 128 for 100 epochs using Adam
optimizer (Kingma and Ba, 2015), and warm up
scheduler with a peak learning rate of 0.0005. The
training is done with joint CTC and attention objec-
tive (Karita et al., 2019), where the CTC is applied
at the end of encoder layer and the attention acts
at the output of autoregressive decoder (teacher-

"Smaller models use diodel = 256, where as bigger mod-
els use dmodel = H12.

forcing).
Logr = aﬁctc(wvy) + (1 - O‘)ﬁatt(wvy)- (1)

In case of bilingual ASR, the CTC layer, input and
output layers of the decoder are specific to each
language, i.e., the (sub-)word embeddings are not
shared across languages. Such a design ensures that
only target language tokens are decoded, irrespec-
tive of the phonetic similarity with other languages
in the model. The ASR models were trained using
ESPnet toolkit (Watanabe et al., 2018). The perfor-
mance of various mono and bilingual ASR systems
is discussed later in Section 5.

3.2 XLM

The architecture of pre-training masked-language
model is based on cross-lingual language model
(XLM) (Lample and Conneau, 2019)8. More
specifically, we use translation language modelling
objective along with masked language modelling to
train the transformer based encoder. Here, we use
BPE-based sub-word vocabulary that is obtained
jointly for both languages. The model has 6 trans-
former blocks with 512 embedding dimension, 8
attention heads, dropout of 0.1 for both attention
and feed-forward layers. The model is trained for
a maximum of 1000 epochs using Adam optimizer
with a learning rate of 0.0001.

$https://github.com/facebookresearch/
XLM
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Duration in hours (# utterances)
Training ‘ Dev ‘ Test

15.9 (7990) | 3.7 (2103) | 4.4 (2164)

Table 3: Statistics of Marathi-Hindi IWSLT2023 speech
translation data.

3.3 MT

The MT model is a transformer based seq2seq
model initialized from XLM. Both the encoder and
decoder parameters are initialized from XLM en-
coder, except for the cross-attention parameters
in the decoder that are randomly initialized. The
model is then fine-tuned on the same 1.6 M parallel
sentences with a batch size of 64 and a maximum
of 1000 epochs. The model achieved 23.0 and 22.6
BLEU scores on the internal valid and test sets
(Table 2) respectively.

3.4 LM for re-scoring

For Hindi, we used an LSTM of three layers of
4096 units each, with no dropout. The model was
trained on 217 M sub-word tokens obtained by to-
kenizing the monolingual Hindi corpus into a 10k
Unigram vocabulary (Kudo, 2018). The model
achieved validation perplexity of 46. Thereafter,
we have fine-tuned it on text data from Shrutilipi
(SL) data for 500 steps.

For Marathi, we used an LSTM of 2 layers per
2048 units, again with no dropout. This model also
utilized a 10k Unigram vocabulary and was trained
on 8.2 M tokens. This model achieved validation
perplexity of 120.

4 Speech translation systems

Here, we briefly describe both the end-to-end and
cascade systems.

4.1 End-to-end

The E2E models are initialized from pre-trained
ASR models. We use both the encoder and decoder
from the ASR, as it provides a better initializa-
tion since the representations from the encoder are
readily compatible with the decoder (Bansal et al.,
2019). The model is then trained for direct speech
translation, with the auxiliary CTC objective also
for translation (Zhang et al., 2022; Yan et al., 2023;
Kesiraju et al., 2023).

Est - )\'CCtC(a:7 Z) + (1 - )\)Latt(ajv Z) (2)

Latt (X7 Z)

Ectc (X7 Z)

Encoder

X

Figure 1: End-to-end framework for speech translation.
x is the input speech (features), z is the target text trans-
lation.

The effect of various initializations and their influ-
ence on downstream speech translation is discussed
later in Section 5.

The E2E speech translation was also trained us-
ing ESPnet toolkit. Our changes to the original
toolkit, along with the training recipes, are avail-
able online’.

A beam search based joint decoding (Karita
et al., 2019) that relies on the weighted average
of log-likelihoods from both the CTC and trans-
former decoder modules is used, that produces the
most likely hypotheses according to

z = argmax 3 log pete(2z | x) +
(1—P) logpatt(z | x) (3)

We found A = {0.1,0.3}, 8 = {0.1,0.3} suitable
for joint training and decoding respectively.

4.2 Cascade systems

For the cascade speech translation systems, we first
decode n-best hypotheses from ASR model and
obtain 1-best from Marathi LM rescorer. These are
then passed directly to the MT system, which gives
us n-best translation hypotheses in target language
Hindi. These are then re-scored by Hindi LM to
give us 1-best translation hypotheses.

‘https://github.com/BUTSpeechFIT/
espnet/tree/main/egs2/iwslt23_low_
resource/stl
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Model name Training data Model type Sub-word vocab | Dev WER  Test WER
(hrs) per language mr hi | mr hi

H1 198f Mono (hi) 1000 - 307 - 359

H2 1676 Mono (hi) 8000 - 247 - 284

M1 218t Mono (mr) 1000 14.3 - | 424 -
M2 1112 Mono (mr) 8000 19.0 -1 36.0 -

B1 4161 Bilingual (mr, hi) 1000 11.1 315|319 351

B2 2789 Bilingual (mr, hi) 8000 16.0 242|237 269

Table 4: Word-error-rates (WER) of various mono and bilingual ASR systems, trained on various amounts of data.
T implies that the training data contains everything from Table 1 except Shrutilipi (SL).

A further fine-tuning of the MT system using
1-best hypotheses from Marathi to Hindi IWSLT
training set did not improve the results. Due to time
constraints, we did not try various strategies (Ben-
tivogli et al., 2021) or hyperparameter tuning for
the cascade systems.

4.3 Re-scoring n-best hypotheses

We have utilized the language models to re-score
up to 100-best hypotheses in both languages. Us-
ing BrnoLM!?, we have introduced the language
model scores. Here, we have tuned the two hyper-
parameters: The weight of the LM score (additive
to 1.0 weight of the acoustic system) and an inser-
tion bonus, added for each token of the hypothesis,
in the LM tokenization. For the E2E system, we
have achieved optimal results with LM weight 1.2
and insertion bonus 5.5. For the Marathi ASR in
the cascade system, optimal setting was 0.3 and
3.5. For the translation system in the cascade, we
did not achieve any improvement by re-scoring the
output with the Hindi LM.

S Results and analysis

Here, we present the performance of various back-
bone models, along with analysis showing the ef-
fectiveness of various factors such as initializations,
data augmentation, auxiliary objectives and joint
decoding.

5.1 Performance of ASR systems

From the Table 4 we can see that the bilingual mod-
els perform (B1, B2) better than the monolingual
parts (H1, M1, H2, M2). Here, H1, M1 and B1
are smaller models with d;,oqe1 = 256, whereas

Ohttps://github.com/BUTSpeechFIT/
BrnolLM

H2, M2 and B2 are bigger ones with dyode] = 512.
All the ASR models were trained with joint CTC
and attention loss, where the CTC weight of 0.3
was found to be optimal. The same weight was
used during joint decoding. Since we retained the
original punctuation in the text, the WER is slightly
affected.

5.2 Performance of ST

Here we present the results of speech translation
systems based on end-to-end architecture. As
shown in Table 5, all the ST models were initial-
ized either from mono or bilingual ASR systems
and fine-tuned using the speech translation data
(with or without data augmentation). While most
of these systems can be considered direct end-to-
end; using an external LM for re-scoring the n-best
makes an exception. Using a Marathi monolingual
ASR model would be sub optimal because the in-
ternal language model represented in the decoder
of the ASR would not be suitable for generating
linguistically acceptable text sequences in Hindi.

Fig. 2 shows the effect of CTC weight during
joint training and decoding. We can see that 0.3 is
the optimal weight both for training and decoding.
Since, we have a separate vocabulary for both the
languages, the posterior probabilities from CTC
during joint decoding will only correspond to the
tokens from the target language Hindi. This is
important, since both the languages come from
same family with high phonetic similarity, and use
same Devanagari script, the non auto regressive
CTC decoder does not accidentally provide higher
scores for tokens from source language Marathi.
The latter scenario can happen when using a joint-
sub word vocabulary for both the languages.

Sacrebleu library (Post, 2018) was used to com-
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Figure 2: Effect of hyperparameters in joint training and
decoding for direct speech translation. The model is
initialized from B2 and trained on augmented training
data.

pute BLEU'! and CHRF2'? scores in the dev sets.

From the Table 5, we can see that independent
improvements come from using bilingual ASR
trained on more data, data augmentation (speed
perturbation) and LM re-scoring. In case of cas-
cade system, the LM re-scoring did not improve the
results. We believe this is because the Marathi LM
was trained on much fewer amounts of data (400K
sentences). We plan to rerun these experiments in
the near future.

Finally, our primary submission was based on
B2 + ST fine-tuning with data augmentation +
LM re-scoring which obtained 39.6 BLEU and
63.3 CHRF2 scores on official test set. Our con-
trastive system was based on B2 + MT + LM
re-scoring which obtained 28.6 BLEU and 54.4
CHRF?2 scores.

A manual inspection of the translation outputs
revealed that several mismatches occurred where
there are ambiguous numerals, i.e., some numbers
were written using digits while the others were
spelled out verbatim. There are also cases where
both notations were mixed. We believe, further
text normalization of both reference and hypothe-
sis could give us a better picture of the evaluation
scores.

Tnrefs:1 | case:mixed | eff:no |

tok:13a | smooth:exp | version:2.3.1
Pnrefs:1 | case:mixed | eff:yes | nc:6
| nw:0 | space:no | version:2.3.1

ST Model Speed Dev set

initialization perturb BLEU CHRF2
H1 X 16.3 45.0
H2 v 24.9 51.0
B1 X 17.4 46.2
B1 v 20.1 48.2
B2 v 28.7 54.4
B2 + LM rescore v 30.6 55.9
Cascade - 21.7 48.2

Table 5: Speech translation results on Marathi - Hindi
dev set. All the ST models are fine-tuned on training
data from Table 3.

6 Conclusions

In this paper, we presented the systems submitted
to the IWSLT 2023 Marathi Hindi low resource
track. Our main efforts were along the end-to-end
direct speech translation system, initialized from a
bilingual ASR. The model was jointly trained with
CTC and attention objective directly for translation.
The joint decoding provided additional benefits.
These strategies combined with speed perturbation
for data augmentation and re-scoring the n-best
hypotheses using external LM provided further sig-
nificant improvements. We also submitted a cas-
cade system which uses the same bilingual ASR
as the backbone, followed by an MT system. Both
systems performed competitively, while the one
based on end-to-end provided superior results in
terms of BLEU. It is yet to be investigated, if the
large pre-trained MT systems would close the gap
between cascade and end-to-end systems.
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