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Abstract: Apart from being an economic struggle, migration is first of all a societal challenge; most
migrants come from different cultural and social contexts, do not speak the language of the host
country, and are not familiar with its societal, administrative, and labour market infrastructure. This
leaves them in need of dedicated personal assistance during their reception and integration. However,
due to the continuously high number of people in need of attendance, public administrations and
non-governmental organizations are often overstrained by this task. The objective of the Welcome
Platform is to address the most pressing needs of migrants. The Platform incorporates advanced
Embodied Conversational Agent and Virtual Reality technologies to support migrants in the context
of reception, integration, and social inclusion in the host country. It has been successfully evaluated
in trials with migrants in three European countries in view of potentially deviating needs at the
municipal, regional, and national levels, respectively: the City of Hamm in Germany, Catalonia in
Spain, and Greece. The results show that intelligent technologies can be a valuable supplementary
tool for reducing the workload of personnel involved in migrant reception, integration, and inclusion.

Keywords: human-centered artificial intelligence; intelligent technologies for migrant support;
conversational artificial intelligence; virtual reality; agent-based information delivery; agent-based
coaching; agent-based training
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1. Introduction

Migration is a constant on the world’s political agenda, especially migration provoked
by wars, civil unrest, and economic crises that lead to millions of individuals being forced
to flee their homes and become refugees. This migration poses a societal challenge in the
host countries. Prominent examples include the massive refugee flows from Syria and
Iraq in 2015, from Ukraine in 2022, and the enduring flows from the African continent to
Europe and from Latin America to the US. In these cases, most of the migrants come from
different cultural and social contexts, do not speak the language, and are not familiar with
the societal, administrative, and labour market infrastructure of the host country. This
leaves them in need of dedicated personal assistance during their reception and integration.
However, due to the continuously high number of people in need of attendance, public
administration and non-governmental organizations are often overstrained with this task.
The consequences are delays in legal registration, cancelled or shortened language and/or
integration courses, difficulties surrounding incorporation into the labour market, and
more, with all this leading to frustration, parallel societies, and poverty on the migrant side
and lack of tolerance and acceptance on the side of the host country’s society. For these
reasons, support by intelligent assistance technologies is in high demand.

AI-based technologies (e.g., in educational, healthcare, and social or basic care ap-
plications) have already been successfully used for a long time. While some of these
technologies have also already been used for migrant assistance [1–3], there is a significant
difference between the functionality of the overwhelming majority of such applications
and the complexity of the requirements towards an application that serves the needs of mi-
grants and refugees, henceforth referred to as “Third-Country Nationals”, TCNs (by using
the term “Third-Country Nationals”, we follow the official terminology of the European
Commission). While these applications usually cover one specific task or serve one specific
target group, the needs of TCNs are manifold; furthermore, the group of TCNs is very
heterogeneous, such that any one-for-all solution will not work. Moreover, the available
applications usually use one type of technology, such as personal assistants, virtual reality,
or decision support. However, all of these are needed in order to address the needs of
TCNs, and they need to be integrated so as to complement each other.

In what follows, we introduce the Welcome Platform, developed as part of a European
Commission-funded project, aimed at providing an advanced solution to support TCNs in
addressing some of their most pressing needs in Europe. The preliminary design of the
Welcome Platform has been presented in [4]. The platform combines the technologies of in-
telligent Embodied Conversational Agents (ECAs) and Virtual Reality (VR) with traditional
ways of information delivery such as FAQs and links to online material in order to serve
TCNs best. Users can access services through a mobile device-based application in the
language of their preference. The VR and the ECA-running mobile device applications are
both based on the same technology, namely Unity (https://unity.com/), which facilitates
their complementarity and integration.

The Welcome Platform has been successfully evaluated in trials with migrants in three
European countries. This evaluation shows that intelligent technologies are a valuable
supplementary tool for reducing the workload of personnel involved in migrant reception,
integration, and inclusion.

The distinctive and innovative features of the Welcome Platform, compared to the
available systems, are as follows:

• It aims to serve TCNs at all stages of their lives after arrival in the host country, namely,
reception, integration, and social inclusion.

• It uses the most suitable type of technology for each of the addressed needs: ECAs,
where verbal guidance is required, for example in the creation of a CV for job appli-
cations; VR, where visual experience and action is of use, such as in the context of
language learning or acquaintance with cultural facilities; and a Frequently Asked
Questions (FAQs) section, where standard information is available to address com-
mon concerns.

https://unity.com/
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• It takes into account that the needs of migrants that must be addressed by municipal,
regional, and state organizations may be different. For illustration, we show its use in
the city of Hamm, Germany, the region of Catalonia in Spain, and at the national scale
in Greece. At the same time, modular extension allows the Welcome Platform to cover
other needs in other locations.

The remainder of this article is structured as follows: the next section presents the
background of our work, i.e., the identified needs of TCNs and their alignment with
intelligent technologies that address them best. Section 3 places our work in the context
of related applications. In Section 4, we outline the architecture of the Welcome Platform
and its individual modules. Section 5 illustrates the application of Welcome ECAs, while
Section 6 describes the application of Welcome VR technologies. Section 7 summarizes the
evaluation of the Welcome Platform in user trials. Finally, Section 8 draws some conclusions
from the presented work. In view of the numerous abbreviations used in the paper, we
provide a table with the full names of the Platform’s different modules along with their
corresponding abbreviations in an annex.

2. Background

In what follows, we first briefly outline the certified needs of the TCNs, and then
discuss what types of technologies are best suited to address each of these needs.

2.1. Concerns of TCNs

The three central concerns related to migration in host countries are reception, inte-
gration, and social inclusion (https://reliefweb.int/report/world/story-journey-across-
europe-first-reception-integration-migrants, accessed on 21 May 2024). Each of these
concerns is a collaborative problem-solving task in which public administration officers
and NGO employees (henceforth, “stakeholders”) are much more than mere passive in-
formation service providers. They need to engage with the TCNs in order to acquire
information or provide information, guide them on how to accomplish a specific task,
or complete a task themselves, with information either acquired or at hand. The range of
matters that a TCN has to deal with (and that stakeholders have to support them in) in
the context of reception, integration, and social inclusion are manifold, and depend on the
administrative structure and the legal framework of the host country. One of the conse-
quences of this dependency is the different interpretation of what reception, integration,
and inclusion imply. For instance, in Catalonia, Spain, reception already implies lan-
guage training, introduction to the labour market and to the Catalan society and coaching,
along with the recognition of academic qualifications and previous professional experience
(https://ec.europa.eu/migrant-integration/integration-practice/first-reception-service_en,
accessed on 21 May 2024). In Germany, however, all of this is addressed as an integra-
tion task (https://www.bamf.de/EN/Themen/Integration/ZugewanderteTeilnehmende/
Integrationskurse/InhaltAblauf/inhaltablauf-node.html, accessed on 21 May 2024). There-
fore, it is important, first, to briefly define how these three terms are used in our work.

Reception (https://www.unhcr.org/media/reception-asylum-seekers-including-
standards-treatment-context-individual-asylum-systems, accessed on 21 May 2024) im-
plies at least registration and orientation on the basic rights of TCNs in the given host
country. While registration procedures differ from host country to host country, all of them
share commonalities in requirements such as coordinating a visit to public administration,
filling out registration forms, delivery of specific documentation, etc. Thus, TCNs require
some guidance on where to find the corresponding public administration office, which
information to introduce in what part of the form, what types of documentation are needed
and in what time frames, etc. Orientation should at least cover information on the rights to
seek asylum, receive medical assistance, enjoy temporary resident status, etc. – in short,
human rights information.

Integration (https://www.oecd.org/regional/regional-policy/Migration-Flyer-FINAL.
pdf, accessed on 21 May 2024) is likely to be the broadest and most heterogeneous topic. It

https://reliefweb.int/report/world/story-journey-across-europe-first-reception-integration-migrants
https://reliefweb.int/report/world/story-journey-across-europe-first-reception-integration-migrants
https://ec.europa.eu/migrant-integration/integration-practice/first-reception-service_en
https://www.bamf.de/EN/Themen/Integration/ZugewanderteTeilnehmende/Integrationskurse/InhaltAblauf/inhaltablauf-node.html
https://www.bamf.de/EN/Themen/Integration/ZugewanderteTeilnehmende/Integrationskurse/InhaltAblauf/inhaltablauf-node.html
https://www.unhcr.org/media/reception-asylum-seekers-including-standards-treatment-context-individual-asylum-systems
https://www.unhcr.org/media/reception-asylum-seekers-including-standards-treatment-context-individual-asylum-systems
https://www.oecd.org/regional/regional-policy/Migration-Flyer-FINAL.pdf
https://www.oecd.org/regional/regional-policy/Migration-Flyer-FINAL.pdf


Information 2024, 15, 686 4 of 33

subsumes, e.g., language learning, incorporation into the labour market, learning about
social and health services and the education system. In particular, language learning is
central; even more than in conventional Second Language Learning setups, topic-oriented
vocabulary acquisition is crucial. As a matter of fact, the ability to name things one refers
to in different contexts, whether in interaction with the authorities or with fellow citizens,
is of extraordinarily high importance.

Social inclusion (https://www.oecd.org/regional/Local-inclusion-Migrants-and-
Refugees.pdf, accessed on 21 May 2024) is not equal to integration, as a person can be
integrated into a host country in the sense that they speak the language and know and
use all of the available services offered by the state, but may still be socially marginalized,
i.e., not be able to participate in the social life of the host country. Participation in guided
tours through social installations such as, e.g., public libraries or other cultural facilities,
learning about social event calendars, and learning about administrative or societal details
of the host region or country are only some of the possibilities that can foster better
social inclusion.

Figure 1 summarizes the concerns of TCNs that have been identified as high-priority
needs in the contexts of reception, integration, and inclusion by the stakeholders involved
in the development of the Welcome Platform.

Figure 1. High-priority concerns of TCNs as captured in the leaves of the hierarchies related to
reception, integration, and social inclusion.

2.2. How Can Intelligent Technologies Help?

The concerns of TCNs displayed in Figure 1 can be classified as needs for information
provision, coaching, or training. For instance, an explanation of how a public library
functions or what is needed to arrange an appointment with a lawyer is classified as
information provision, while help with registration forms, CV creation, or advice on the
apparel for a job interview is considered coaching, and improving skills for a job interview
is considered training. As can be observed in the literature (see Section 3 below), each
of the tasks of information provision, coaching, and training suggests specific types of
technologies for its realization.

Information provision has most often been approached as a question-answering
problem, which is then solved either as a simple static FAQ list, if standard general informa-
tion is to be provided (https://www.searchenginejournal.com/best-faq-page-examples/
267709/#close, accessed on 9 May 2024), or as a dynamic open domain model based on
state-of-the-art natural language processing techniques [5]. In an interactive information
request-delivery context with possible follow up clarification or detailing requests, a conver-

https://www.oecd.org/regional/Local-inclusion-Migrants-and-Refugees.pdf
https://www.oecd.org/regional/Local-inclusion-Migrants-and-Refugees.pdf
 https://www.searchenginejournal.com/best-faq-page-examples/267709/#close
 https://www.searchenginejournal.com/best-faq-page-examples/267709/#close
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sational agent setup is more appropriate [6]. This is also the case for information delivery
to TCNs.

Coaching is by nature an interactive setup in which a knowledgeable coach provides
guidance and feedback that is needed for achieving a specific goal or task to someone with
little or no experience. The task of coaching often involves an Embodied Conversational
Agent acting as a virtual coach [7]. The use of Virtual Reality in which both the coach and
the coached individual are immersed is also common [8]. The virtual coach can also be
embedded into a Virtual Reality setup [9].

Training is occasionally mentioned in the context of coaching, especially when ECAs
act as trainers [10,11]. However, it is, in principle, a different task, as it implies “the orga-
nized procedure by which people learn knowledge and/or skill for a definite purpose” [12],
which is a priori not a given in the case of coaching. This procedure can be supervised
and guided by a trainer, in which case it implies an aspect of coaching, or be self-guided;
in the case of TCNs, it is the former. The most prominent training application for TCNs is
language learning. Computer-Assisted Language Learning (CALL) is a very active line of
research and development. An entire range of commercial and experimental programs is
available, e.g., Babbel (https://uk.babbel.com/), Rosetta Stone (https://rosettastone.com),
Lingo Pie (http://lingopie.com/), and more. The use of ECAs [13,14] and VR [15–18]
for this task has also been widely explored. Indeed, both offer significant advantages.
Conversational agents allow for personalized reactions to the observed mistakes of the
learner along with explanatory dialogues and natural guidance to support the learner
through exercises. VR allows objects to be visualized and facilitates actions for which the
learners are supposed to learn the vocabulary. It also supports multiple-learner setups.
This has been shown to have a great potential for improving learning outcomes [19].

Which types of technologies are most suitable for the implementation of information
provision, coaching, or training depends on the characteristics of the information provided
in respect of the topic being taught, coached, or trained. Table 1 shows the alignment
followed in the Welcome Platform.

Table 1. Alignment of services with technologies. ‘VPA’: Virtual Personal Assistant”; ‘VR’: Virtual
Reality; ‘FAQ’: Frequently Asked Questions; ‘info’: Information Provision; ‘coach’: Coaching; ‘train’:
Training; ‘GB’: Gender-based (Violence).

Info Coach Train

reception
registration VPA

TCN rights FAQ

integration

CV creation VPA

job interview interaction VR

job interview appearance VR

language teaching VR / VPA

adm. appointment VPA

health system info FAQ / VPA

schooling system info FAQ / VPA

soc. inclusion

public facilities intro VR VR

GB violence & racism FAQ / VR VR

gender bias & discrim. FAQ / VR VR

host country geography VR VR

education FAQ / VR VR

housing mediation VPA

https://uk.babbel.com/
https://rosettastone.com
http://lingopie.com/
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In the context of reception, TCNs are coached through the registration procedures by a
Virtual Personal Assistant (VPA) and are offered information they need to know about their
rights through FAQs. During integration, services related to CV creation, recommendations
on job interview appearance, language teaching, and arrangement of appointments with
public administration also imply coaching by a VPA. As pointed out above, VR is a very
useful technology in this context for language teaching or learning. Basic information
on the health and schooling systems in the host country is best communicated by FAQs,
while how to act during job interviews is best trained through VR. VR is also the optimal
instrument for the majority of social inclusion services related to information provision, e.g.,
showing a TCN around in public facilities such as libraries, public gyms, or swimming pools
or explaining what is meant by gender-based violence or how to fight racism. A convenient
means for provision of some generic information on gender-based violence and measures
against racism are the FAQs, while VPA is the most suitable means to mediate between
TCNs who are looking for shared housing possibilities. As acknowledged by experts and
as shown in [20], social inclusion services are ideally suited for language learning activities;
therefore, all of the social inclusion services covered in the Welcome Platform include a
language teaching component.

3. Related Work

Thanks to neural machine learning techniques, the recent advances in research ar-
eas related to the individual Welcome Platform technologies are extensive, and it would
definitely go beyond the scope of this section to attempt to delve into detail of each of
them. Therefore, we refer the reader to recent surveys on conversational agent technolo-
gies [21], dialogue management [22], speech recognition [23], language understanding [24],
controllable natural language generation [25], computer-assisted language learning [26],
and the use of VR technologies for learning [27] and social interaction [28]. In what fol-
lows, we focus on the related work on ICT specifically for migrant reception, integration,
and inclusion.

Several studies have assessed and acknowledged the capability of ICT and AI to
support the reception, integration, and social inclusion of migrants; see, e.g., [20,29–33].
Others have evaluated the potential of specific technologies such as, e.g., mobile devices or
VR for integration [34–36] and language learning [37], respectively.

An increasing number of applications targets one or several tasks related to migrant
reception, integration, and social inclusion. Thus, [38] presents a prototype and [39] a more
mature version of the smartphone-based MApp application for language learning and social
inclusion, including language lessons designed to assist informal learning in everyday life,
with a focus on situational language needs and a social forum for peer support, cultural
information, comments, and practice. Informal learning is personalized by assessing
the history of the user’s interaction with the application. In [40], the authors describe a
mobile application for informal language learning using gamification techniques, while [41]
focus on the co-design aspect of an embodied social chatbot that can provide answers to
questions on six topics (language learning, internship application, vocational training,
school, university application, and student finance) related to social integration. Interaction
with the user is implemented using the ProtoPie tool (https://www.protopie.io/, accessed
on 18 May 2024). MyMigrationBot, presented in [42], uses another off-the-shelf dialogue
manager, namely, Twilio (https://www.twilio.com/, accessed on 18 May 2024). It interacts
with migrants through a Facebook Messenger based-interface to acquire personality traits
such as extroversion, emotional stability, and agreeableness, along with the competencies
required for their current job. NADINE-bot [1] retrieves answers to the questions of migrants
from repositories of FAQs on the administrative procedures of different EU countries.
The focus is on segmentation and matching of the retrieved information with the user’s
inquiry to deliver the most relevant chunk, while a chat module is added to simulate
conversational capacity. The IMMERSE platform [2] offers a search engine for different

https://www.protopie.io/
https://www.twilio.com/
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types of relevant information and decision support, e.g., in the context of a job application
where no verbal interaction is foreseen.

Despite all these advances, we can conclude in view of the multiple heterogeneous
concerns of TCNs listed in Section 2.1, which require different types of technologies to
address them (cf. Section 2.2), that none of the reviewed related works offers an integrated
solution that incorporates FAQs, advanced conversational agent technologies, and VR.
The Welcome Platform aims to provide such a solution.

4. The Welcome Platform
4.1. Overview of the Welcome Platform

As mentioned above, the Welcome Platform is an integrated solution of technolo-
gies for FAQ answering, Virtual Personal Assistants, and VR that provides information
provision, coaching, and training services to TCNs. Apart from the needs of the TCNs,
the Welcome Platform also caters for the needs of stakeholders, i.e., public administrators,
NGOs and language teaching personnel, by providing decision support technologies in
terms of a Visual Analytics Component (VAC) and a Teacher Panel (TP). However, in this
article, we focus on the applications that aim to address the needs of TCNs.

The integration provided by the Welcome Platform goes beyond a common interface
that facilitates access to different types of technologies. Thus, the Personal Assistants
may refer to specific FAQs during interaction with TCNs, and VR can incorporate avatars.
Figure 2 outlines the high-level architecture of the Welcome Platform.

Figure 2. High-level architecture of the Welcome Platform. ‘LID’: Language Identification, ‘ASR’:
Automatic Speech Recognition, ‘LDC’: Language Disfluency Correction, ‘MT’: Machine Translation,
‘LAS’: Language Analysis, ‘TTS’: Text-to-Speech, ‘NLG’: Natural Language Generation, ‘DMS’: Di-
alogue Management Service, ‘ADSC’: Agent-Driven Service Coordination, ‘KBS’: Knowledge Base
System, ‘WPM’: Welcome Platform Manager, ‘TP’: Teacher Panel, ‘VAC’: Visual Analytics Component.

The Platform is managed through the Welcome Platform Manager (WPM), which
offers software maintenance features such as displaying the status of the individual mod-
ules in the platform, the logs produced by the agents and other components as a result of
their interaction, etc. Furthermore, administrators (public administration officers or NGO
employees) can use the WPM to register users and manage their profiles. Upon registra-
tion, each user is assigned their personal instance of the VPA (referred to as MyWelcome
Agent), which is active during interaction with its “Master” and with other agents and
dormant otherwise.

A registered user (in our case, a TCN) can access the Platform via one of its two
front-ends: MyWelcome Application and MyWelcome VR. The MyWelcome Application
is installed on the user’s mobile device. It provides easy and centralised access to several
services, including, e.g., profile management, contact with public administration, links to
relevant external online information, personalization of the appearance of the personal
assistant, written and oral interaction with the personal assistant, display of personal
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documentation created during the interaction with the ECA (e.g., filled out registration or
first reception forms or the CV), download of the PDF version of the created documentation,
and more. In addition, the Application runs the Frequently Asked Questions section and
Vocabulary Learning Exercises services (cf. Figure 3 for a screenshot).

The MyWelcome VR serves as an engaging means for information delivery, coaching, and
training. Figure 4 shows a game setup for word spelling in the context of language learning.

Figure 3. FAQs and language learning exercise featured by the MyWelcome Application (MWA).

Figure 4. Word spelling VR setup.
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Both the MyWelcome Application and the MyWelcome VR are implemented in Unity
(https://unity.com), which facilitates the shared use of common libraries and features
and prepares the ground for the integration of avatars of the ECAs into VR (the current
release of the Welcome Platform does not feature this integration). Both are linked to the
Dispatcher, which mediates the partially asynchronous data requests and delivery between
the front-ends, the modules that compose the Platform, and the data and knowledge stores.
The modules include technologies for the analysis of spoken language analysis: Language
Identification (LID) and Automatic Speech Recognition (ASR); for translation and analysis
of the obtained transcripts and written language user interventions: Machine Translation
(MT) and Language Analysis (LAS); and for generation of written and spoken agent inter-
ventions: Natural Language Generation (NLG) and Text-to-Speech (TTS). The actions and
interventions of the personal agent of a user are planned by the Agent-Driven Service Coor-
dination (ADSC) instance deployed for this specific user and by the Dialogue Management
Service (DMS).

4.2. The Global Data and Knowledge Stores

The data and knowledge stores shown in Figure 2 are global, i.e., accessed by the
WPM or by any of the ADSC instances. In addition, each ADSC instance disposes of a Local
Agent Knowledge Repository (LAKR), which is controlled by its Knowledge Management
Service (KMS) and which contains the agent’s factual knowledge on the TCN profile and
domain knowledge according to the global Welcome ontology in the Welcome Domain
Knowledge Repository (WDKR) hosted by the KBS.

In this section, we describe the global stores; for the presentation of the LAKR and KMS,
see Section 4.4.1, in which ADSC is described in more detail. The global data and knowledge
stores are composed of the Content Database (CDB) and the Global Knowledge Base (GKB),
which is managed by the Knowledge Base System. The CDB contains information that is
communicated literally to the TCN (e.g., legally sensitive statements for which alteration
is not foreseen) and auxiliary information for the technologies (e.g., sentence templates
for Natural Language Generation). Its main components are a MySQL DB, Network File
Storage, and Solr for rapid full text search. It can be accessed via RESTful APIs and a
Web UI.

The GKB contains a number of different ontology subrepositories, including,
e.g., (i) the Domain Knowledge Repository, which manages information that can be of use
to all agents (i.e., all TCNs), such as the address of the immigration office in a city or the
structure of a CV; (ii) the Agent Template Repository, which contains the characteristics
of the MyWelcome agents needed for their dynamic creation upon the registration of a
user; (iii) the Agent Repository containing the list of agents that have been deployed on the
Platform and their current status (active or dormant); (iv) the FAQs, which are modeled in
the ontology because they can be referred to during the dialogue of the ECA with the TCN;
and (v) user-related data such as the TCN or organization profile definitions, etc.

All GKB subrepositories are encoded in OWL2 (https://www.w3.org/TR/owl2-overview/,
accessed on 7 June 2024) and stored in RDF4J triple stores (https://rdf4j.org/, accessed on
7 June 2024). Figure 5 shows the definition of the TCN and organization profiles and the
FAQs, respectively; the blue rounded rectangles are classes, while the green parallelograms
indicate properties.

Management of the GKB (insertion, retrieval, updating, and removal of information
via SPARQL queries) is realized by the Knowledge Base Service (KBS). The KBS also creates
the Local Agent Repositories for newly initiated agents (see below).

https://unity.com
https://www.w3.org/TR/owl2-overview/
https://rdf4j.org/
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Figure 5. The definition of the TCN (left) and organization (right) profiles in the WELCOME ontology.

4.3. Language Technologies

As indicated in Figure 2, the Platform incorporates an entire range of language tech-
nologies required for spoken and written communication with the user in the language of
their preference. Thus far, the Welcome Platform covers Moroccan (Darija) and Levantine
Arabic, Catalan, English, German, Greek, and Spanish. Modern Standard Arabic is used
to react to interventions of TCNs in Darija or Levantine Arabic due to the lack of reliable
text-to-speech technologies for Darija and Levantine Arabic.

It is important to note that the Welcome Platform’s language technologies are not
system-specific, and can be integrated via the Dispatcher into any other application or used
as stand-alone modules. In the current release, they are mainly used by the deployed
MyWelcome Agents, while the MyWelcome Application and the MyWelcome VR front-ends
also use language identification, speech recognition, machine translation, and text-to-speech
synthesis. Next, we briefly introduce each of these technologies.

4.3.1. Language Identification (LID)

The LID model in the Welcome Platform is a Gaussian Linear classifier model [43]
trained on sentence embeddings (or i-vectors [44]), which are obtained from 80-dimensional
acoustic Stacked Bottle-Neck (SBN) features [45]. Publicly available corpora (NIST’s Lan-
guage Recognition Evaluation challenges, Babel, Fisher, Common Voice, etc.) have been
used for training all three models (the Gaussian classier, the i-vector extractor, and the SBN
feature extractor). The LID accuracy on held-out data from these corpora is between 0.94
(for Spanish) and 0.97 (for Catalan and German). Welcome Platform domain-specific native
speaker monologues and/or dialogues were recorded for Catalan, Greek, and Moroccan
and Levantine Arabic. The LID accuracy on these recorded data ranged between 0.4 for
Catalan and 0.96 for Greek.

4.3.2. Automatic Speech Recognition (ASR)

For each of the seven languages covered in the Welcome Platform, an ASR model
was trained separately on the corresponding language data using the Speechbrain toolkit
(https://speechbrain.github.io/, accessed on 14 June 2024) in a character-based or word
fragment-based end-to-end setup and the wav2vec pretrained model [46]. The output of
the ASR module is a “one-best” text transcription of an utterance, with separate word
confidences that are used by the Knowledge Management and the Dialogue Management
Services to decide whether a clarification of what language is being spoken is needed.

https://speechbrain.github.io/
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The Word Error Rate (WER) on in-domain data ranges between 10.4% for Catalan and
19.4% for Spanish. On user-collected data, the WER is considerably higher (e.g., 39.6% for
Catalan). This is likely due to the different genres of data used for training and the poorer
acoustic quality of the user data.

4.3.3. Machine Translation (MT)

MT plays an important role in the multilingual setup of the Welcome Platform. Due to
the complexity of the deep semantic analysis of low-resourced languages such as Moroccan
and Levantine Arabic, English serves as interlingua. The ASR transcriptions are translated
into English before analysis. The verbal reactions of the agent are also generated in English,
then translated into the language spoken by the TCN.

Two Multilingual Neural Translation (MNT) models have been trained: one for
translation between English and the other covered Indo-European languages (Catalan,
French, German, Greek, and Spanish), and another one for translation between Arabic
(Modern Standard Arabic and Moroccan and Levantine Arabic) and the Welcome Plat-
form’s Indo-European languages (including English). Both MNT models are based on
the encoder–decoder transformer architecture [47] and trained using the MarianNMT
framework (https://marian-nmt.github.io/, accessed on 12 September 2024). For training,
the OPUS7 collection of open-source parallel corpora (https://opus.nlpl.eu/, accessed on
12 September 2024) and data collected as part of the project (850 M sentence pairs for the En-
glish ↔ Indo-European model and 730 M sentence pairs for the Arabic ↔ Indo-European
model) were used. Assessment of the MT models in terms of the BLEU and COMET
metrics showed that the models largely achieve state-of-the-art quality, such as NLLB 1.3B
and NLLB 0.6B (https://ai.meta.com/research/no-language-left-behind/, accessed on
12 September 2024).

4.3.4. Language Disfluency Correction (LDC)

Spontaneous speech often contains hesitation or disfluency markers, such as fill words
(hmm, uh, you know, . . . ), corrections, repetitions, etc. [48]. As such markers pose a challenge,
especially for syntactic language analysis, the three most common disfluency markers
(correction, repetition, and restart, possibly preceded by a fill word) are eliminated before
the (potentially translated) verbal intervention of the user is passed on for language analysis.
For this purpose, the model from[49] is integrated for detection, classification, extraction,
and correction of these three types of disfluency.

4.3.5. Language Analysis Service (LAS)

The LAS is composed of two submodules: the Surface Language Analysis (SLA)
submodule and the Deep (or Semantic) Language Analysis (DLA) submodule. SLA em-
ploys the UDPipe2 (https://github.com/ufal/udpipe, accessed on 14 September 2024)
pipeline, to obtain the universal dependency tree (https://universaldependencies.org/,
accessed on 14 September 2024) of a given statement after its tokenization, PoS-tagging,
and lemmatization. In DLA, the obtained surface dependency tree is further enriched by
outputs of Named Entity Recognition (NER), Concept Extraction (CE), Word Sense Dis-
ambiguation (WSD), geolocation, and speech act detection. For NER, Spacy’s off-the-shelf
models (https://spacy.io/, accessed on 4 July 2024) are used. For geolocation, the data
from OSM (https://www.openstreetmap.org/, accessed on 5 July 2024) and GeoNames
(https://www.geonames.org/, accessed on 5 July 2024) are converted into search indices
for a basic search engine realized in the Welcome Platform. Concept extraction is performed
by the pointer generator network model from [50].

The enriched universal dependency tree is then projected via an intermediate deep
syntactic structure onto a semantic structure using a faster and more efficient reimplemen-
tation of the MATE [51] graph transducer grammar. The semantic structure, in which the
nodes are labeled with concepts and the edges with predicate–argument relation labels, is

https://marian-nmt.github.io/
https://opus.nlpl.eu/
https://ai.meta.com/research/no-language-left-behind/
https://github.com/ufal/udpipe
https://universaldependencies.org/
https://spacy.io/
https://www.openstreetmap.org/
https://www.geonames.org/
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mapped onto an ontological representation and incorporated into the Local Knowledge
Repository of the user’s agent; see Figure 6 for the corresponding ontology schema.

Figure 6. Ontology schema for the representation of the language analysis output.

4.3.6. Multilingual Natural Language Generation (NLG)

Many of the state-of-the-art task-oriented dialogue applications use sentence template-
based Natural Language Generation (NLG) [52–54]. However, template-based generation
falls short in the context of the Welcome Platform. Thus, although a significant amount
of information is standardized, and as such can be handled well by templates (e.g., “Your
nearest registration office is located in <ADDRESS>”), a lot of information is encoded in the
ontology and calls for flexible realization. In this case, full-fledged sentence generation
is thus more appropriate [55–57]. As a consequence, we use a combination of template-
based and full-fledged sentence generation. Both are realized using an extended version of
the graph transducer-based FORGe generator [58], which is grounded in the multistratal
linguistic model of Meaning–Text Theory [59]. The generator receives a semantic structure
from the Dialogue Management Service as input. If a standard statement is to be generated,
corresponding sentence template(s) are retrieved from the Content Database and filled
with the information from the structure; otherwise, FORGe’s language-specific generation
grammars are used.

4.3.7. Text-to-Speech Synthesis

For text-to-speech (TTS) synthesis of the generated agent turns in Catalan, English,
French, German, Greek, Modern Standard Arabic, and Spanish, the Open TTS
(https://github.com/synesthesiam/opentts, accessed on 23 April 2024) and Google TTS
(https://cloud.google.com/text-to-speech, accessed on 23 April 2024) have been integrated.
The voice matches the gender of the avatar chosen by the user as embodiment of the agent.

4.4. Personal Assistant Realization

Unlike the majority of state-of-the-art ECA applications [22,60], the Welcome Plat-
form’s personal assistant needs to be able not only to conduct a meaningful dialogue
with a human user but also to retrieve external information (e.g., the opening hours of
an office) and to reason (e.g., determine the office nearest to the residence of the TCN).
This is achieved by a two-module configuration of the central part of the Conversational
Agent (CA): the Agent-Driven Service Coordination (ADSC) and the Dialogue Management
Service (DMS). The two modules configuration allows us to handle both non-verbal and
verbal actions in depth. As a rule, non-verbal actions imply reasoning based on the user’s
input along with their user profile, interaction history, background knowledge, etc., for
retrieval of information via external services or to update data repositories. This type of
action is very different in nature from planning for the realization of a specific verbal action
in context, which is truly a “dialogue management” task.

https://github.com/synesthesiam/opentts
https://cloud.google.com/text-to-speech


Information 2024, 15, 686 13 of 33

Based on the outcome of the analysis of the current move of the user, their interaction
history, user profile, and background knowledge on the conversation topic, the ADSC
reasons to select and compose “services” that constitute the appropriate reaction of the
agent, which can be of verbal or non-verbal nature. TCN registration, delivery of health
system information, and collaborative creation of a CV for job application are examples of
such services (see Table 1).

The execution of a service is modelled by one or more Behaviour Trees (BTs) of the CA.
Realization of those parts of the BT that imply verbal interaction with the user is assumed
by the DMS based on the input it receives from the ADSC (via the Dispatcher) in terms of a
Dialogue Input Package (DIP). A DIP is a frame structure that includes a number of slots.
Each slot refers to a particular aspect or topic of an ongoing conversation that is relevant
for providing the requested (composite) service to the TCN, such that by selecting specific
slots for realization in the next agent move, the DMS determines the flow of the dialogue.
Figure 7 illustrates the interplay between the ADSC and the DMS.

Figure 7. Agent-Driven Service Coordination (ADSC)–Dialogue Management Service (DMS) interplay.
‘LAS’: Language Analysis Service, ‘BT’: Behaviour Tree, ‘DIP’: Dialogue Input Package.

4.4.1. Agent-Driven Service Coordination (ADSC)

Each MyWelcome agent (recall that each TCN is attended by their own personal-
ized agent) has a proprietary ADSC instance assigned to it. The main component of an
ADSC instance is the agent deployment and execution framework Access Java Agent Nu-
cleus (AJAN) server, which is equipped with HTTP interfaces for external interaction [61].
The AJAN Agent (also referred to as “Agent Core”, AC) deployed in an ADSC instance
accesses knowledge in three local RDF repositories: the Local Agent Knowledge Repository
(LAKR), the Local Service Repository (LSR), and the Local Agent Repository (LAR), and is
interfaced with its Semantic Service Computing (SSC) submodule for semantic selection and
composition of relevant services for the TCN as well as with the Knowledge Management
Service (KMS) for management of the local knowledge repository and semantic reasoning
of the given Agent Core. Figure 8 shows the internal configuration of an ADSC instance.

Figure 8. The architecture for Agent-Driven Service Coordination (ADSC). ‘AJAN’: Access Java Agent
Nucleus, ‘SSC’: Semantic Service Computing, ‘KMS’: Knowledge Management Service, ‘LAR’: Local
Agent Repository, ‘LAKR’: Local Agent Knowledge Repository, ‘LSR’: Local Service Repository.
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4.4.2. Agent Core (AC)

As mentioned above, the behavior of a MyWelcome Agent (and consequently of its
Agent Core) is modelled using Behavior Trees (BTs) that are conditioned by the facts stored
in the agent’s LAKR (obtained by the Language Analysis Service from the moves of the
TCN and fed into the LAKR by the Knowledge Management Service; see Figure 9 for
illustration). Facts are accessed via SPARQL queries attached to the nodes of the tree and
evaluated with respect to demands of social services. To react to a demand, the AC invokes
its internal Semantic Service Computing (SSC), which identifies the corresponding service
in the Local Service Repository (LSR). If no relevant service is found in the LSR, the AC
invokes the SSC to call its semantic service composition planner to satisfy the given request
of a service and provide the corresponding BT back to the AC. If no service composition
matches the goal, the agent asks the DMS to inform the user that the service request cannot
be satisfied and proposes to check the information available in the Frequently Asked
Questions provided in the MyWelcome Application.

Figure 9. A sample compressed behavior tree; the actions in the tree create a farewell DIP (to be
realized by the DMS) and reset the Local Knowledge Repository of the agent. ‘DIP’: Dialogue Input
Package, ‘LAKR’: Local Agent Knowledge Repository, ‘KMS’: Knowledge Management Service.

The BTs of the service(s) selected or dynamically composed by the SSC are executed
by the AC. This task involves interaction of the agent with the TCN to provide or request
information. For this purpose, the Agent Core communicates with the DMS, which is
responsible for determining a targeted dialogue strategy based on the information encoded
in the DIP by the AC.

4.4.3. Local Service Repository (LSR)

The Local Service Repository (LSR) is a copy of the Welcome Service Repository (WSR),
and as such contains the list of registered semantic services from which the SSC of an agent
can make a selection in the course of the interaction between the agent and the TCN.

A local copy of the services is maintained for each agent in order to ensure private
service execution bookkeeping. For initialization, a pull mechanism is executed by the
AC. The AC sends a message (via the Dispatcher) to a specific endpoint of the KBS to
retrieve the complete content of the WSR for initializing the LSR; this communication is
asynchronous. As already the LAKR, the LSR encodes the representation of the services in
an RDF4J triple store with a SPARQL endpoint.

4.4.4. Local Agent Repository (LAR)

The Local Agent Repository (LAR) of an agent contains the list of active agents with
which the agent can communicate during a multiple agent interaction scenario. During ini-
tialization of the local repositories, the AC populates the LAR with information from the
Welcome Agent Repository (WAR) through a pull mechanism. In particular, the AC sends
a message to the KBS via the Dispatcher to retrieve the WAR content. Upon receipt of this
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request, the KBS component of the platform retrieves from the WAR only agents with the
status “active”.

As the other local knowledge repositories, LAR is realized in terms of an RDF4J
triple store.

4.4.5. Agent Knowledge Management Service (KMS)

The Knowledge Management Service (KMS) of an agent stores, queries, and updates
the knowledge in its LAKR. As shown in Figure 10, the KMS is composed of dedicated
components for Knowledge Base Population, Dynamic Ontology Extension, and the Se-
mantic Reasoning Framework. Knowledge Base Population is responsible for translating
received data (e.g., the MyWelcome Application, from the Language Analysis Service or
from the Agent Core) in various formats into an RDF-based representation that adheres to
the schema of the Welcome Platform Ontologies as well as for introducing the formatted
data into the LAKR. Dynamic Ontology Extension facilitates the integration of information
from an external multilingual semantic network.

Figure 10. Architecture of the Knowledge Management Service (KMS). ‘App’: Application, ‘WPM’:
Welcome Platform Manager, ‘DMS’: Dialogue Management Service, ‘NLG’: Natural Language Gener-
ation, ‘LAS’: Language Analysis Service.

Each time the KMS receives an input from the Language Analysis Service (LAS),
ontology extension is triggered to update and extend the LAKR with entities found in the
BabelNet [62] lexical resource as being semantically related to the entities in the utterance
of the user. The Semantic Reasoning Framework implements a reasoning framework,
combining native OWL2 reasoning and SPARQL rules to evaluate the received input in
support of the semantic service selection performed by the AC to determine which slots
of the DIP to be passed to the DMS are filled and with what content, as well as to assess
whether the user should be referred to the FAQ for the answer(s) to their concern. It is a
framework implemented by a combination of Java code, SPARQL rule sets, and machine
learning algorithms. In particular, machine learning algorithms are used to classify and
categorise text data into predefined categories or labels (i.e., topic detection) and assess
sentence similarity for the identification of the FAQ relevance.

4.4.6. Semantic Service Computing (SSC)

Semantic Service Computing (SSC) is invoked by the AC. The AC launches a service
request that contains all relevant information (speech act and facts) from the user’s move
(passed by the LAS to the KMS of the agent). The request is taken up by the iSeM match-
maker of the SSC [63], which retrieves the top-k relevant services from the LSR and passes
them to the AC. If no relevant services have been identified, the SSC’s service composition
planner aims to dynamically compose a service. The planner works as an offline state-based
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action planner [64]. Its initial state is a set of facts in OWL extracted by the KMS from the
LAKR (its fact base). The initial state describes the current state of the interaction with the
user. The goal state of the planner, created by the KMS, is a set of facts in OWL that persist
after the execution of the action plan. Both the initial and the goal states are then converted
into an action planning problem in the Planning Domain Definition Language (PDDL) by
the OWL2PDDL converter of the service planner in the SSC called by the AC. The planner
produces a list of sequential action plans, which are then assembled into a service plan and
returned to the AC.

4.4.7. Dialogue Management Service (DMS)

As stated above, the Dialogue Management Service (DMS) is one of the two central
modules that support interaction with the user. Specifically, the DMS operates on the
slots of the Dialogue Input Package (DIP), which it receives from an agent according
to the service that is to be executed. A DIP reflects the dialogue and system status up
to the last user utterance for a specific service (cf. the diagram on the left in Figure 11
for the overall structure of the DIP). Each of its slots represents information to be re-
quested from the user or provided to the user in the context of the service in question.
For instance, ‘informIntroductionEducation’, ‘obtainDegreeTitle’, ‘obtainDegreeCertificate’, ‘ob-
tainSchool’, ‘obtainYear’, ‘obtainSchoolCompleted’, ‘obtainGrade’, ‘obtainIfAdditionalEducation’,
and ‘confirmEducationInformation’ are the slots of the DIP ‘EducationInformation’ in the CV
creation service. The diagram on the right in Figure 11 shows the rich meta-information
properties of the individual slots of the DIPs.

Figure 11. The structure of a DIP (left) and the properties of the slots of a DIP (right). ‘DIP’: Dialogue
Input Package.

The central element of the DMS is the policy for mapping states to dialogue actions
by which the DMS decides on the next communicative move of the agent. In this context,
a dialogue action consists of selecting one or more slots of the current DIP and determining
speech acts for their verbalization. The selected slots, their content as specified in the
LAKR of the agent, and the determined speech acts are passed to the Natural Language
Generation (NLG) module for verbalization. In addition to the semantic content encoded
in terms of RDF triples, the DMS output includes references to pre-rendered sentence
templates in the Content DB, a template ID for retrieving a template associated with a slot
to be filled with RDF triples, and lexicalisations of entities included in the triples in various
languages as provided by KMS. Figures 12 and 13 provide examples of a policy application
for the same DIP in different states. Both the input and output of the DMS are serialized as
JSON-LD messages.

Figure 14 displays the architecture of the DMS. A number of rule-driven service
policies have been defined for DIP slot selection, pertinent LAKR content identification,
and speech act determination. Each of the policies is encoded by a distinct Behavior Tree
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that selects slots with the status ‘pending’ in the order that best fits the task-oriented
dialogues within the designed services. In practical terms, this means that TCNs first
receive an introductory statement that puts them into context (as, e.g., “Now, let’s proceed
with your education. I will ask you about your school career. Please, start from the recent stage
and then we can continue chronologically backwards item by item”). Then they are requested
to provide some information or confirm (in reaction to a yes/no question) the statement
of the agent. For this purpose, the DMS selects the ‘SystemInfo’ slot, which is optionally
followed by a ‘SystemDemand’ or ‘ConfirmationRequest’ slot.

Figure 12. An example of the policy application for slots of the “Pending” status. ‘DIP’: Dialogue
Input Package, ‘DMS’: Dialogue Management Service.

Figure 13. An example of the policy application for slots of the “Failed Analysis” status. ‘DIP’:
Dialogue Input Package, ‘DMS’: Dialogue Management Service.

Figure 14. Architecture of the Dialogue Management Service (DMS). ‘KMS’: Knowledge Management
Service, ‘LAKR’: Local Agent Knowledge Repository, ‘DIP’: Dialogue Input Package.
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Predefined strategies are adopted to react to less foreseen situations; for instance, in the
case of a failed analysis of a user statement by the ASR or LAS, the DMS selects a request for
its repetition. After a maximum number of failed repetitions (as a rule, the maximum is set to
three), the DMS selects the NLG template that informs the user about the interaction problem
and advises them to consult with the relevant public administration or NGO personnel.

4.5. Cohorts of Personal Assistants

Some of the services covered by the Welcome Platform imply the interaction of several
agents on behalf of their “Masters”. Examples of such services are Language Course Coordi-
nation and Co-habitation Search Coordination. In the former, the agents of TCNs attending a
language course collaborate with each other to help form groups of learners with similar lan-
guage proficiency, while in the latter the agents of TCNs looking for shared housing spaces
collaborate to find cohabitants with mutually matching expectations and preferences.

To accommodate this functionality, the AJAN of an agent (see Section 4.4.1) is comple-
mented by a Multi(M)AJAN plugin module (in addition to SSC, KMS, etc.), which takes
over the tasks of multiple agent coordination and communication. The MAJAN module
consists of two submodules, MAJAN Plugin and MAJAN Web. MAJAN Plugin provides
generic template SPARQL-BTs with nodes and SPARQL queries that are useful for three
specific types of Multiagent Coordination protocols, namely, FIPA-Request-Interaction,
Coalition-Structure-Generation, and Clustering, while MAJAN Web provides monitoring
and evaluation functions; see [61] for further details.

5. MyWelcome Agents in Use

Figure 15 illustrates the respective pipelines of the modules involved in interaction
between a TCN and their MyWelcome Agent via the MyWelcome Application frontend.
The dark green bars mark the Dispatcher. In the case of a spoken user intervention,
the MyWelcome Application sends an audio (wav) file to the Language Identification (LID)
module via the Dispatcher, which provides confidence scores for the possible languages
of the intervention. In extreme cases (e.g., a very noisy environment or highly accented
speech), it is possible for all confidence scores to be zero. In this case, the Knowledge
Management Service (KMS) of the agent receives an error code which activates the Dialogue
Management Service (DMS). The DMS creates the representation of a request to repeat
the intervention, which is verbalized by the Natural Language Generator (NLG). If the
confidence scores are low, a request to confirm that the intervention is in the language with
the highest score is generated; otherwise, the language tag of the language with the highest
confidence score is assigned to the file and passed to the Dispatcher such that the latter
can forward it to the corresponding Automatic Speech Recognition (ASR) module. In the
case of a textual intervention, the MyWelcome Application identifies the language of the
intervention. If the language is different from English, the transcription of the intervention
is forwarded by the Dispatcher to the Machine Translation (MT) module. The English
original/English translation is processed by the Language Disfluency Correction (LDC)
module. The obtained grammatically fluid intervention is processed by the Language
Analysis Service (LAS). The LAS produces a representation that is incorporated by the
KMS of the agent into its Local Knowledge Repository. The agent creates a DIP to react
to the move of the user. This DIP is filled by the KMS with information from the LAKR
of the Agent and passed to the DMS. The DMS plans the verbalization of the reaction of
the Agent. The output of the DMS is a semantic structure which is passed to the NLG for
verbalization. If the NLG opts for the use of sentence templates instead of full-fledged
generation, the corresponding templates are retrieved from the Content DB via the Content
Management Service (CMS). If the conversation is not in English, the generated verbal
move is translated; otherwise, it is passed directly to the TTS.
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Figure 15. The pipeline of interaction processing in the Welcome Platform. ‘LID’: Language Identifica-
tion, ‘ASR’: Automatic Speech Recognition, ‘MT’: Machine Translation, ‘LDC’: Language Disfluency
Correction, ‘LAS’: Language Analysis Service, ‘ADSC’: Agent-Driven Service Coordination, ‘KMS’:
Knowledge Management Service, ‘DMS’: Dialogue Management Service, ‘NLG’: Natural Language
Generation, ‘TTS’: Text to Speech, ‘CMS’: Content Management Service, ‘AR’: Arabic, ‘DE’: German,
‘GR’: Greek, ‘CAT’: Catalan, ‘EN’: English.

If the agent takes the initiative and initiates a conversation, the flow starts with the
creation of a DIP by the agent.

The two general pipelines (as sketched above) are applied in all three main tasks
related to the support of TCNs: reception, integration, and social inclusion (cf. Table 1).
In what follows, we present examples for each of the three tasks in terms of interaction
patterns, as is common in agent-based interaction frameworks.

5.1. MyWelcome Agent-Supported Reception

MyWelcome Agent supported reception focuses on guiding the TCNs during the
registration procedures that TCNs usually need to go through. This can be, e.g., First
Reception upon entry into the host country (as in Catalonia) or the registration required
for legal consultation (as in Greece). Because registration procedures are generally very
similar as far as the actions of the agent are concerned, in what follows we focus on the
First Reception Service.

The goal of the First Reception Service is to provide a general description of the
reception procedure foreseen for TCNs in Catalonia, to inform TCNs that they must
be registered in order to apply for the service, and to help registered TCNs fill out the
reception form which allows them to apply for the service. To do this, the agent acquires the
information that is usually collected by the reception officer through dialogue, then presents
it to the TCN in terms of a form that can be edited and sent as a PDF file to a registered
email account. Figure 16 shows the corresponding generalized interaction pattern between
the agent and the TCN. The continuous (light blue) boxes denote the actions of the agent,
while the dashed (light green) ones represent the actions of the TCN. Each action of the
TCN may imply a subsequent clarification dialogue (marked by an arrow circle) initiated
by the agent in case of a low confidence ASR output.
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Figure 16. Generalized Agent–TCN interaction pattern during the First Reception Service (FRS).
Here, ‘<INFO>’ stands for personal information of the TCN, including biographical data, residence
address, etc.

5.2. MyWelcome Agent-Supported Integration

Integration of TCNs into the host country is where the MyWelcome Agent comes
most into play for information provision and coaching. For example, the information
provided by the agent might concern the healthcare or schooling systems in a host country.
In addition, any further topic that cannot be easily covered by the FAQs, for instance,
because it is likely to lead to follow-up questions, is a candidate for coverage. Each topic
can contain several more specific subtopics. For instance, in the context of schooling, TCNs
may be interested in knowing about the holidays during the school year, the way the
performance of students is graded, etc. According to experts, the most pressing question is
the recognition of foreign diplomas in the host country. Figure 17 shows a fragment of the
interaction pattern for information about school diploma recognition. This pattern forms
part of a more generic pattern that involves interactions regarding the recognition of any
kind of education diploma. The beginning of this interaction is skipped in the figure; we
show only a part of the interaction pattern here due to the complexity of the full pattern.

Figure 17. Fragment of the Agent–TCN interaction pattern for briefing on school diploma recognition
in the host country.

The coaching of TCNs by the MyWelcome Agent in the context of integration currently
focuses on the creation of the CV for job application and making appointments either with
a job center or with legal services. A complete CV usually consists of several sections,
including biographical data, education, languages spoken, job experience, etc. Thus,
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extensive interaction patterns have been designed for completion of each of these sections.
Figure 18 displays a general overview of these patterns.

Figure 18. Agent–TCN interaction pattern for CV creation.

5.3. MyWelcome Agent-Supported Social Inclusion

A prominent example of the involvement of the MyWelcome Agent in social inclusion
of TCNs is mediation in the context of the search for shared housing. In this case, collabora-
tion among multiple MyWelcome Agents comes into play, as mentioned in Section 4.5.

Figure 19 displays the details of this coordination. A TCN who decides to initiate
a search for cohabitants communicates his/her location preferences via the MyWelcome
Application interface. The preferences are noted by the KMS of the TCN’s agent and passed
to the KBS, i.e., the global Knowledge Base System, which identifies the agents of other
individuals who are interested in cohabiting in one or several of the same locations. The list
of relevant agents is passed to the KMS of the TCN’s agent, which solicits the WPM to
wake them up. In the course of this interaction between the TCN’s agent and the woken-up
agents, which is managed by the MAJAN plug-in of the respective agents, personal data are
shared and the users’ compatibility in terms of the characteristics specified by the searching
TCN of the “Masters” is determined. The list of compatible users is then passed to the
MWA by the TCN’s agent for inspection by the “Master”.

Figure 19. Cohabitation coordination between multiple agents. ‘CHC’: Cohabitation Coordina-
tion, ‘WPM’: Welcome Platform Management, ‘KBS’: Knowledge Base System, ‘KMS’: Knowledge
Management Service.
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6. MyWelcome VR in Use

As in the case of MyWelcome Application, MyWelcome VR draws upon several
modules of the Welcome Platform. Figure 20 illustrates the pipeline of the modules involved
in interaction between a TCN and the MyWelcome VR. As can be observed, this process
concerns a number of the Platform’s language technologies.

Figure 20. Pipeline of interaction with VR in the Welcome Platform. ‘LID’: Language Identifica-
tion, ‘ASR’: Automatic Speech Recognition, ‘MT’: Machine Translation, ‘EN’: English, ‘AR’: Arabic,
‘DE’: German, ‘GR’: Greek, ‘CAT’: Catalan.

As indicated in Table 1, MyWelcome VR targets, first of all, TCN integration and
social inclusion, supporting information provision, coaching, and training in accordance
with the insight that active interaction with visually displayed information facilitates its
comprehension [65].

6.1. VR-Supported Integration

VR-supported integration of TCNs in the Welcome Platform focuses on language
learning and assistance with the incorporation of the TCN into the labour market. It is
undisputed that VR can effectively support language learning [18]. Therefore, the Welcome
Platform includes language learning aspects in its integration and social inclusion setups.
One of these setups is a word spelling game in which a canon shoots balls with a letter
written on each of them; the user must place the balls in the correct position in the sockets
on a table or throw the ball into the bin to correctly spell a given word. Another is a
vocabulary learning game in which the user is shown words in the host country language,
the word translations into their mother tongue, and images, then is asked to align all of
them. The language learning setup repertoire is complemented by training for interaction
in formal language, as would be expected in a job interview, and social inclusion-related
vocabulary learning (see below).

The need to support the incorporation of TCNs into the labour market is manifold,
as finding employment is one of their primary concerns. TCNs may wonder, for instance,
what clothes should be worn for a job interview, what the interviewee is expected to know
about the company, how to act during the interview, and how formally one is expected to
speak, all of which are concerns that vary from country to country.

MyWelcome VR turned out to be an ideal instrument for coaching TCNs on these
matters. Below, we illustrate how this is realized using two example situations: a simulated
job interview, and choosing the right outfit to wear for a job interview. In the context
of interview simulation, the user appears in front of a virtual panel of interviewers (cf.
Figure 21). The questions asked by the interviewers and the expected answers are retrieved
from the professional online source “Your 2023 Guide to the Most Common Interview
Questions and Answers” https://www.themuse.com/advice/interview-questions-and-
answers (accessed on 12 February 2024) and enriched by TCN-relevant question–answer
pairs. The answers provided by the TCNs are recorded to allow for later analysis and
comparison with the expected answers by a human coach.

https://www.themuse.com/advice/interview-questions-and-answers
https://www.themuse.com/advice/interview-questions-and-answers
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Figure 21. Simulated job interview setup.

To coach TCNs with respect to appropriate clothes for a job interview, the user is
asked to choose items from the offered outfits (cf. Figure 22 for two examples) and dress
a mannequin with the chosen items. The mannequin is inspected and feedback on its
appearance is provided.

Figure 22. Selecting the right clothing for a job interview.

6.2. VR-Supported Social Inclusion

The Welcome Platform focuses on three broad aspects of social inclusion: presen-
tation of public facilities such as public libraries and gyms, introduction to the regional
geography of the host country and its most emblematic historical or cultural monuments,
and transmission of cultural and social values in relation to gender-based violence and
racism, gender discrimination, and education. Figure 23 illustrates the virtual setup for
exploring public facilities.

Figure 23. Presentation of public facilities: the locker room of a gym (left) and library reception (right).

Figure 24 features a regional geography VR mini-game for Germany as the host
country. The user is asked to assign names to regions on the displayed map and locate
the monuments.

As mentioned above, the Welcome Platform also uses VR to train TCNs on the local
vocabulary in the host country’s language. This can take place in a virtual inclusion room
where the user can interact with panels located on the walls of the room, in dedicated
language learning rooms, or in separate setups that feature the respective public facility (in
the current release, library and public gym).
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Figure 24. Regional geography game for learning the locations and names of the states in Germany.

7. User-Oriented Evaluation

In addition to the technical evaluation of the individual modules of the Welcome
Platform, the MyWelcome Application and MyWelcome VR have been evaluated by the
users after the release of the first, second, and third prototypes of the Platform. In what
follows, we describe the setup of the evaluation, its results, and the lessons drawn from
the results.

7.1. Evaluation Setup

The evaluation was carried out in trials with TCNs in the city of Hamm, Germany, in
Greece, and in Catalonia, Spain. In Germany, the evaluation took place on the premises of
Caritas; in Greece, it took place on the premises of PRAKSIS; and in the case of Catalonia, it
took place on the premises of three Catalan municipality authorities with a high proportion
of TCNs.

The participants in the trials were recruited by personal invitation. The invitations
stressed that rejection or acceptance did not imply any administrative or legal consequences.
Upon agreeing to participate in the trials, the participants were asked to sign a consent
form and fill out a questionnaire with some basic personal information (e.g., age, education,
marital status). While this information was not considered for the assessment or for judging
the quality of the Welcome Platform services, it told us a lot about the profiles of the users
who are interested in our current technologies and for whom we should seek to make them
more attractive (see Section 7.3). Table 2 displays the number of participants at each site
and for each prototype. Note that not all participants tested all of the offered services; due
to the severe contact restrictions during the peak of the COVID-19 pandemic, the second
prototype was tested by fewer TCNs.

The table highlights two features of the participants that appear to be especially
relevant in this context, namely, average age and educational level.

Table 2. Number of participants in the evaluation trials of the first, second and third prototypes
of the Welcome Platform services (in bold), their average age (‘age’), and the percentage with
university/college education (‘he’).

# Participants

1st 2nd 3rd

Catalonia, Spain 27 (age: 43; he: –) 21 (age: 37; he: 90% 30 (age: 33; he:62%)
Greece 17 (age: 29; he: 41.8%) 6 (age: 41; he: 50% 27 (age: 40; he: 67%)

Hamm, Germany 10 (age: 28.8; he: 30%) 5 (age: 29; he: 75%) 9 (age: 33; he: 45%)

During the trials, the participants were provided with a laptop or tablet to navigate in
the Welcome Platform applications as well as with VR glasses. Assistance by personnel
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was offered whenever a participant asked for it. After the trial, all participants filled out an
evaluation form with a number of statements concerning central aspects of the services.
For each of the statements, the users could mark ‘strongly disagree’, ‘tend to disagree’,
‘neither agree nor disagree’, ‘tend to agree’, or ’strongly agree’. For a more convenient
presentation, we mapped this scale to the five-value Likert scale, with ‘strongly disagree’
as ‘1’ and ‘strongly agree’ as ‘5’.

7.2. Evaluation Results

Figures 25 and 26 respectively show the progression of user satisfaction with the
general features of the increasingly mature MyWelcome Application and MyWelcome VR
across the three countries.

Figure 25. User satisfaction during evaluation of the increasingly mature MyWelcome Application.
On the X axis, ‘0–4.5’ represents the five-value Likert scale, with ‘1’ being the worst and ‘5’ the best;
‘3rd’ stands for the third (and final) prototype of the Application, ‘2nd’ for the second prototype,
and ‘1st’ for the first prototype.

Figure 26. User satisfaction during evaluation of the increasingly mature MyWelcome VR. On the
X axis, ‘3.4–4.8’ represents the five-value Likert scale, with ‘1’ being the worst and ‘5’ the best; ‘3rd’
stands for the third (and final) prototype of the Application, ‘2nd’ for the second prototype, and ‘1st’
for the first prototype.

It is interesting to observe that the users considered the design of the first prototype
of the MyWelcome Application more appealing than that of the second prototype and the
final release. Considering that the overall design did not change significantly, it can be
hypothesized that the users were more permissive in their scoring of the first prototype
due to the novelty of the application during first prototype trials. The second prototype of
the application was in general evaluated somewhat more negatively. This can be explained
by the deployment of additional unstable services compared to the first prototype, along
with higher expectations of users who also participated in the first prototype trials. Overall,
the third prototype of the MyWelcome Application was rated close to 4 on the five-value
Likert scale, which we consider to be a good outcome.

In the case of the MyWelcome VR, a clear increase in user satisfaction can be seen with
the third prototype compared to the first and second prototypes, with the exception of the
clarity of the tasks. On this item, the second prototype was evaluated somewhat better
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(4.5, as compared to 4.4 for the third prototype). This is most likely due to the significant
increase in the services that the users had to evaluate and their complexity. The average
rating of the third prototype was around 4.5 out of 5, with 5 being the best possible score.

In order to provide the reader with more detailed insight into the acceptance of the
final versions of the MyWelcome Application and MyWelcome VR by the users, we present,
in what follows, the evaluation of the third prototype in more detail.

The services in the context of which the MyWelcome App was evaluated included,
among others, FAQs, domain-specific vocabulary lookup, and a number of agent-driven
services, e.g., briefing on the healthcare system of the host country, training on booking an
appointment with public administration, collaborative CV creation, etc.

Because FAQs are the most common service across migrant support applications (see
Section 3), and as CV creation is the most complex and challenging service in which a
single personal assistant is involved, we first display the evaluation outcome for these
two services. With respect to the FAQs, the majority of users agreed (‘tend to agree’ or
‘strongly agree’) that the FAQ section provides useful information and that the provided
information is sufficiently detailed (cf. Figure 27). In addition, all 25 users who rated this
statement chose either ‘tend to agree’ (20) or ‘strongly agree’ (5) for the question on whether
all relevant topics were covered. This assessment is especially valuable and encouraging to
us since users of the Welcome Platform heavily depend on this information.

Figure 27. User evaluation of the FAQ section in the MyWelcome Application; on the X axis, ‘0–25’
specifies the number of users.

Figure 28 displays the cumulative figures across the three countries obtained from the
questionnaires on the collaborative CV creation. It shows that the users generally tended
to agree that the agent provided by the MyWelcome Application is a usable and useful
instrument for CV creation. The only characteristic of the agent that the majority of users
did not appreciate was its slow speed, which also negatively influenced the entire process
of CV creation. One user was also not satisfied with the resulting CV, while 12 users chose
either ‘tend to agree’ or ‘strongly agree’ for the question on whether the created CV was
to their satisfaction. However, it should be noted that 6 out of the 19 users who rated this
statement selected ‘neither agree nor disagree’. Further work with users is needed in order
to identify and address the reason for this neutral stance.

MyWelcome VR was similarly evaluated in a series of different services that addressed
vocabulary learning (in a number of setups), learning the host country’s geography, job
interview training, and job interview appearance coaching, among others. The outcomes
of the evaluations of one of the vocabulary learning setups (vocabulary spelling) and
of the job interview training (cf. Figure 21) are considered as representative for the VR-
driven services.

The VR-based word spelling game was evaluated in Greece and Germany. Figure 29
displays the outcome of the evaluations. It can be seen that the word spelling service was
very well received by the users.

The job interview training service was tested in Catalonia, Spain and in the city of
Hamm, Germany. Figure 30 displays the outcome of the evaluation. The figure shows
that this service was not rated as well as the word spelling service, but better than the
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MyWelcome Application-based CV creation coaching service. One of the ten users felt that
the service was not easy to use, and the same user felt nervous during the exercise. More
detailed feedback would be needed in order to address these issues.

Figure 28. User evaluation of agent-supported CV creation via the MyWelcome Application; on the X
axis, ‘0–14’ indicates the number of users.

Figure 29. User evaluation of the word spelling exercise in VR; on the X axis, ‘0–9’ marks the number
of users.

Figure 30. User evaluation of job interview training in VR; on the X axis, ‘0–7’ denotes the number
of users.



Information 2024, 15, 686 28 of 33

7.3. Discussion

The trials demonstrated that the services offered by the Welcome Platform are useful
and were well-received by the TCNs. The results show that the Platform addresses the
concerns that TCNs rated to be of the highest priority, including assistance in job-seeking,
education (especially host country language learning), and information about health and
schooling services in the host country.

In particular, the results highlight the success of VR-based techniques among all par-
ticipants of the trials independently of their age and education level, with the VR-based
services oriented towards language learning and social integration enjoying especially
great popularity. This confirms the outcome of recent studies arguing that VR is apt to
increase the motivation and performance of users (cf. [66,67], among others). No partici-
pants complained about nausea, dizziness, or other conditions that have been observed
in connection with the use of VR headsets. Nonetheless, it must be acknowledged that
these conditions are rather common, which limits the range of potential users of VR-based
services. Another potential drawback of VR-based services is that due to the relatively high
price of the headsets, they can be expected to be used only on the premises of NGOs or
migrant integration authorities.

Apart from the speed of the Application, a number of services should be further
improved or extended, among them, the job interview training and CV creation processes.
In particular, job interview training would be considerably more effective if the user
could receive direct feedback on their interaction with the interviewer panel, e.g., how
an interviewer was addressed, how a question was answered, etc. However, this would
require substantial advances in state-of-the-art natural language processing technologies,
which is beyond the scope of the present work.

The CV creation service proved to be very useful, but was also complex and time-
consuming, and should be redesigned to make it more attractive to users. Further studies
are needed to obtain an optimal design.

In addition to the improvement and extension of some individual services, attention
should also be paid to a more basic fact. As can be observed in Table 2, a significant number
of participants in the evaluation trials had a higher education degree, and many of them were
below 30 years of age (the average age in all three trials oscillated between 35.8 and 36.5).
This means that while the use of new technologies was perceived as attractive by the younger
TCNs, our assessment did not reach TCNs beyond 45 years of age on a large scale. Because
these TCNs equally frequently use mobile devices, and as such are potential users of Welcome
Platform services, there is a challenge in making the Platform’s services appealing to them
as well.

Overall, the significantly diverging number of participants in the three host countries,
their limited age range, and the dominance of participants with higher education can be
considered as limitations of the evaluation trials carried out thus far. However, even with
this limitation, the feedback received during the trials leaves no doubt as to the Welcome
Platform’s usefulness.

8. Conclusions

The continuously high number of migrants and refugees is increasingly overstraining
the services provided by public administrators and NGOs in host countries. One way to
address this challenge is the use of intelligent technologies that can assist Third-Country
Nationals (TCNs) with their needs. A number of proposals have been made in the literature
to facilitate more efficient language learning by TCNs. More recently, social integration
and support in administrative procedures have also been addressed. However, TCNs need
assistance at all stages of their life in their new home country. In this paper, we present the
prototype of a platform that integrates an intelligent personal assistant and VR technology
to assist TCNs during first reception procedures, integration, and everyday challenges in
selected host countries (Catalonia in Spain, Germany, and Greece). The personal assistant
technologies are grounded in advanced knowledge-based agent planning techniques.
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Unlike previous proposals, in which interaction with the user is dealt with entirely through
a dialogue management module, we separate the knowledge-driven and language-agnostic
tasks involved in interaction from the language discourse planning tasks. The language
technologies that form part of the personal assistant are also used for VR. This makes VR
accessible by users with different linguistic backgrounds.

The Welcome Platform uses state-of-the-art deep machine learning models for lan-
guage translation and language analysis. In preliminary experiments that we carried out
with deep learning-based models in the context of the Welcome Platform, we noticed
hallucinations such as providing the incorrect address and opening hours of a police office
for registration. To avoid any risk of hallucination, from which deep learning-based agent
and dialogue models still suffer, we relied on classical machine learning rather than on
neural machine learning techniques for these tasks. It will be a matter of future work
to explore the use of deep learning for dynamic acquisition of interaction patterns and
behavior trees and for dynamic construction of DIPs to ensure more flexible discourse
planning by the dialogue management module. Another important topic for future research
is cross-dialogue act reference resolution, which would allow both the user and the agent
to make references to what the other party has said in the past.

For use in practice, the issues identified in Section 7.3 should be addressed. The
individual modules of the Platform need to mature further, and if required extended to
cover additional languages and additional needs of TCNs. Thanks to the modularity of the
Platform, these adaptations can be realized with limited effort.

While the Welcome Platform focuses on the areas we identified as high-priority needs
of the TCNs in our three host countries, it can be extended by services that address other
needs, such as information on child care, traditions and holidays in the host country,
cultural event calendars, etc. Furthermore, it can be extended to cover the needs of TCNs
in other host countries.

Finally, the Welcome Platform could also be adapted to address the needs of other
target groups beyond TCNs, such as elderly or physically impaired people.

Author Contributions: L.W.: Conceptual design of the Platform, coordination of the design and
implementation of the Platform, coordination of the design and realization of user trials and system
evaluation, writing of the paper, funding acquisition; D.B. and O.S.: Conceptual design of the Platform,
development and integration of the Platform; M.B.: Design of the language learning services; E.C.,
J.d.L., E.D., I.F., C.G. and M.M.: Design of the user services, design of the evaluation trials, realization
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